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[1] Entrainment processes in convective clouds often occur
stochastically and entrainment rate estimates depend on the
distance from the cloud from which the dry air is entrained.
However, no observational studies exist on either the distance
dependence or probability density function of entrainment
rate, hindering understanding and the parameterization of
convection. Here entrainment rate in cloud cores is estimated
using a recently developed mixing fraction approach that is
applied to in situ aircraft measurements of cumuli from the
RACORO field program. The results are used to examine, for
the first time, probability density functions of entrainment
rate and their dependence on the distance from the edge of the
cloud core from which the dry air is entrained. The estimated
entrainment rate decreases when the dry air is entrained from
increasing distance from the edge of the cloud core; this is
because the air farther from the edge of the cloud core is drier
than the neighboring air that is within the humid shell around
the cumulus cloud core. Probability density functions of
entrainment rate vary with the distance and height above the
cloud-base, and all are well fitted by lognormal distributions.
The implications of the results for convection parameteriza-
tions are discussed. Citation: Lu, C., Y. Liu, S. Niu, and A. M.
Vogelmann (2012), Lateral entrainment rate in shallow cumuli:
Dependence on dry air sources and probability density functions,
Geophys. Res. Lett., 39, L20812, doi:10.1029/2012GL053646.

1. Introduction

[2] Turbulent entrainment-mixing processes are critical to
cloud-related processes such as warm rain initiation, aerosol
indirect effects and cloud-climate feedbacks [Liu et al.,
2002]. For cumulus clouds, entrainment-mixing processes
between cumulus clouds and their environment are key
processes in atmospheric moist convection [e.g., Jensen and
Del Genio, 2006].
[3] A fundamental quantity in entrainment-mixing pro-

cesses is the fractional entrainment rate (l), which is one of
the strongest controls on the climate sensitivity of general
circulation models (GCMs) [e.g., Sanderson et al., 2008].
The tracer budget approach has been widely used to estimate
l [Neggers et al., 2003], among other approaches [Neggers

et al., 2003; Jensen and Del Genio, 2006]. Romps [2010]
introduced an approach for directly estimating l and found
that the tracer budget approach systematically under-
estimated l. This conclusion was confirmed by Dawe and
Austin [2011a]. One main reason for the difference in esti-
mated l lies in the origin of the entrained dry air — in the
tracer budget approach, the properties of entrained air are
assumed to be the mean properties of environmental air,
which is equivalent to assuming that the source of dry air is
distant from the edge of the cloud core. In reality, however,
it is often the air from the humid shell around the cumulus
that is entrained into the cloud [Romps, 2010; Dawe and
Austin, 2011a]. So the distance between the edge of the
cloud core and the assumed source of entrained dry air is
critical to the estimation of l. However, studies of the sen-
sitivity of l to the distance from edge of the cloud core are
lacking. Moreover, both Romps [2010] and Dawe and Austin
[2011a] drew their conclusions based on numerical simula-
tions; thus, it is important to investigate this topic from an
observational perspective. Furthermore, it has long been
recognized that the entrainment process can be treated as a
stochastic process and that a more realistic parameterization
of convection requires the probability density function
(PDF) of l [Romps and Kuang, 2010]. However, observa-
tions of the PDF of l are lacking as well.
[4] The objective of this work is to fill these two gaps by

applying the recently developed mixing fraction approach
[Lu et al., 2012] to cumulus cloud data collected during the
Routine AAF [Atmospheric Radiation Measurement (ARM)
Aerial Facility] Clouds with Low Optical Water Depths
(CLOWD) Optical Radiative Observations (RACORO) field
campaign, which operated over the ARM Southern Great
Plains (SGP) site near Lamont, Oklahoma from 22 January
to 30 June 2009 [Vogelmann et al., 2012]. This study
investigates the PDFs of l for different dry air sources and at
different heights above cloud-base, and explores their
implications for convection parameterization.

2. RACORO Data and Analysis

[5] During RACORO, the Center for Interdisciplinary
Remotely-Piloted Aircraft Studies (CIRPAS) Twin Otter
aircraft made comprehensive measurements of cloud, aero-
sol, radiation, and atmospheric state parameters. The aircraft
flew at multiple levels in clouds and cloud droplet size dis-
tributions were measured by Cloud and Aerosol Spectrom-
eter (CAS) at a 10 Hz sampling rate. The CAS probe sizes
and counts aerosol particles and cloud droplets from 0.29 to
25 mm (radius) in 20 bins. Here, only the droplets with a bin-
average radius larger than 1 mm are used to calculate cloud
microphysical properties [e.g., droplet number concentration
(Nc) and liquid water content (LWC)]. The Cloud Imaging
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Probe (CIP) measured droplets in the range of 7.50 to 781 mm
(radius) at 1 Hz. Temperature and water vapor were measured
at 10 Hz, respectively, with a Rosemount probe and the
Diode Laser Hygrometer (DLH) [Diskin et al., 2002;
Podolske et al., 2003]. Cloud droplet size distributions with
Nc > 10 cm�3 and LWC > 0.001 g m�3 are considered to be
cloud records; using both criteria eliminates the measured
size distributions that are probably composed of large aero-
sols instead of cloud droplets [Zhang et al., 2011]. Non-
drizzling clouds must further satisfy the condition that the
in-cloud mean drizzle LWC (radius > 25 mm from the CIP)
over the observation period was smaller than 0.005 g m�3.
[6] Among 59 flights, clouds were sampled in 29 flights,

and 10 flights were cumulus flights (May 22, May 23,
May 24, May 26, June 11, June 15, June 19, June 23,
June 24, and June 26, 2009) [Vogelmann et al., 2012]. Water
vapor observations were not available on May 26 or June 15,
so these two flights are not included in the current analysis.
To apply the mixing fraction approach to estimate l [Lu
et al., 2012], individual cumulus clouds are identified in the
observations from the long, horizontal flight legs. The criteria
for an individual cumulus cloud are: (1) cloud droplet size
distributions are considered to be within the same individual
cumulus cloud when the distance between them is less than
50 m (the data were collected at �5 m spatial resolution,
based on the 10 Hz CAS sampling and an aircraft speed of
�50 m s�1); (2) cloud horizontal sizes are larger than 50 m
to avoid cumulus clouds that are too small for adequate
sampling statistics. Because the mixing fraction approach
is only applicable to growing cumulus clouds, growing
cumulus clouds in the eight cases are selected using two
additional criteria: (1) 80% of vertical velocity (w) in an
individual cloud is positive [Gerber et al., 2008; Lu et al.,
2012]; (2) the number of cloud droplet size distributions
is larger than 30 to select relatively large cumulus clouds.
Only the entrainment rate in cloud cores is estimated here.
The edge of the cloud core is defined as the point along
the direction from the cloud edge toward the interior of the
cloud where w changes from negative to positive for the first
time (Figure 1a).

3. Approach

[7] The Lu et al. [2012] mixing fraction approach esti-
mates l with smaller uncertainty than the tracer budget

approach, among other advantages; using this approach, l is
calculated for each cloud penetration in this study. Instead of
using the dry air properties obtained only from the aircraft’s
vertical sounding, we also consider dry air sources at certain
distances from the edge of the cloud core. Briefly, the mix-
ing fraction approach is schematically shown in Figure 1b.
Assume that the cloud grows adiabatically from the cloud-
base (z0) to a certain level (z) where the cloud experiences
lateral entrainment and isobaric mixing. The entrainment
rate is calculated by,

l ¼
ln

m zð Þ
m z0ð Þ

z� z0
¼ � lnc

h
: ð1Þ

where m(z0) and m(z) represent, respectively, the mass of a
cloud parcel at the cloud-base and at a level z above the
cloud-base, h = z � z0 is the height above the cloud-base,
and c = m(z0)/m(z) is the mixing fraction of adiabatic cloud
air. The entrained mass between z0 and z is assumed to be
evenly distributed at the mid-level (hm) above z0:

hm ¼ z� z0ð Þ=2 ð2Þ

[8] Two properties are needed to calculate l; the first one
is h. For aircraft observations of cumuli, cloud-base height
is usually determined per flight by fitting the peak LWC
values at the observation levels with a linear profile [Gerber
et al., 2008, Figure 1; Lu et al., 2012]. This approach is only
applicable when cumulus clouds share a similar cloud-base
during a flight; for RACORO, this approach is not applicable
because cloud-base height varied during flight [Vogelmann
et al., 2012]. Instead, a cloud-base height is determined for
each cloud as follows. The maximum LWCwithin a cumulus
cloud is assumed to be the adiabatic LWC. The cloud-base
height and thus h are estimated by assuming adiabatic
growth. Note that the assumed adiabatic LWC along a leg
might be less than the true adiabatic LWC because of
potential influence of entrainment-mixing processes. Never-
theless, the effect on the estimated l is likely small because of
the cancellation of effects on h and c in Eq. (1): when the true
adiabatic LWC is used in the calculation, h increases because
it needs a larger height to obtain the true adiabatic LWC; -lnc
increases because c generally has a concurrent variation with
the ratio of LWC to its adiabatic value and c decreases. If we

Figure 1. (a) Schematic diagram of cloud core definition. (b) Schematic diagram of the mixing fraction approach used to
estimate entrainment rate. D can be thought of representing the size of a grid cell within a high resolution model, where its
variation is studied here. See text for the details.
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assume that the maximum LWC is 0.8 of the true adiabatic
LWC, the computed relative difference between the entrain-
ment rate with the assumed adiabatic LWC and that with the
true adiabatic LWC is 10% to 16% for different D (D will be
explained later).
[9] The second property is c; it is calculated based on the

conservation of total water and energy during the mixing at
z. The conservation equations were represented by Eq. (5) in
the study by Lu et al. [2012] as:

qL þ qvs Tð Þ ¼ c qvs Tað Þ þ qLa½ � þ 1� cð Þqve ð3aÞ

cpT ¼ cpTacþ cpTe 1� cð Þ � Lv qLac� qLð Þ ð3bÞ

qvs Tð Þ ¼ 0:622
es Tð Þ

p� es Tð Þ ð3cÞ

where: T, qvs(T) and qL are, respectively, the mean temper-
ature, saturation vapor mixing ratio and liquid water mixing
ratio in cloud cores; Te and qve are, respectively, the tem-
perature and water vapor mixing ratio of the entrained dry air;
Ta, qvs(Ta) and qLa are, respectively, the temperature, satu-
ration vapor mixing ratio, and liquid water mixing ratio in the
adiabatic cloud parcel; and es, p, cp, and Lv are, respectively,
the saturation vapor pressure at T, air pressure, specific heat
capacity at constant pressure and latent heat. As shown in
Figure 2, the input parameters for this simple model are qLa,
qvs(Ta), qL, Te, and qve. In-cloud temperature observations are
only used to calculate air density in order to convert LWC to
liquid water mixing ratio.
[10] As illustrated in Figure 1b, the environment’s tem-

perature and water vapor mixing ratio are the mean values
from the air that is D to 2D from the edge of the cloud core
on both sides of the aircraft’s cloud penetration. D can be
thought of representing the size of a grid cell within a high
resolution model. Sometimes, cloud cores are too close and
the entrained air for one core (from D to 2D) would be
affected by a neighboring core. This would be the case, for
example, if the aircraft is flying (right to left) from one core,
C1, towards another, C2, and distance between their core
edges is less than 3D. In this case, the leftward dry air for C1

is abandoned, and only the rightward dry air for C1 is used;
if the rightward dry air is also too close to another cloud
core, similar to the leftward dry air, then this cloud is not
counted. One hundred eighty six cumulus clouds satisfy all
the conditions and are analyzed here.

4. Results

4.1. Distance Dependence

[11] To examine the dependence of l on D, we estimate l
over a range of D, i.e., 10 m, 20 m, 30 m, 40 m, 50 m,
100 m, 300 m, and 500 m. Figure 3a shows that the mean l
significantly decreases from 2.8 to 1.4 km�1 as D increases
from 10 m to 100 m; l is less sensitive to D variation from
100 m to 500 m. Note that l of 2.8 km�1 for D = 10 m is
well within the range of l (�1.8 to �5.1 km�1) obtained
directly from a cloud-resolving simulation by Romps [2010].
The green dot and bar in Figure 3a are the mean of l and
standard error of the mean when the temperature and relative
humidity of the entrained dry air are obtained from the air-
craft vertical sounding at the same height as the horizontal
leg. This dry air is far from cloud cores (D≫ 500 m), but the
results are close to those for D = 500 m. Thus the dry air
within D to 2D (with D varies between 10 and 500 m) most
likely represents all possible dry air sources in the lateral
mixing processes. Note that when the dry air properties are
taken from the sounding, the estimated entrainment rate is
similar to that obtained using the tracer budget approach [Lu
et al., 2012].
[12] The decrease of l with increasing D is consistent with

the numerical results by Romps [2010] and Dawe and Austin
[2011a], in which their analysis of model simulations found
that the tracer budget approach underestimated l. In the
tracer budget approach, the temperature and relative humidity
of the dry air are assumed to be averages of the non-cloud
environment; such dry air properties are expected to be close
to the properties from the sounding or whenD = 500 m in this
study. Using their simulations, Dawe and Austin [2011a]
diagnosed that it was the moistest parts of the shell around
cumulus clouds that were entrained into cloud cores; so the
dry air properties are expected to be close to the properties
when D = 10 m. Thus our observational results confirm the
simulation-based conclusions in Romps [2010] and Dawe
and Austin [2011a].
[13] As mentioned above, the presence of a downdraft

shell that surrounds the cloud accounts for the difference
between the l determined from the tracer budget approach
and directly obtained from simulated fields [Romps, 2010;
Dawe and Austin, 2011a]. To further examine the effects of
the shells, Figures 3b and 3c show the relative humidity and
temperature in the dry air as a function of D. Similar to l,
relative humidity decreases significantly as D increases from
10 to 100 m, and decreases slightly more as D increases from
100 to 500 m. In contrast, temperature generally increases
slowly with increasing D. The higher relative humidity and
lower temperature for smallerD is due to evaporative cooling
in the shells around the cloud cores. Similar phenomena have
been found in other studies [e.g., Heus and Jonker, 2008].
[14] The above calculation of l is based on three arbitrary

thresholds given in Section 2 that are used to select cumulus
clouds; the sensitivity of l to them is tested next. The first
arbitrary threshold is “50 m”; when the distance between
two cloud droplet size distributions is less than 50 m, the two

Figure 2. Flow chart for the calculation of height (h)
and the mixing fraction of adiabatic cloud air (c) in
Equation (1). See text for the meanings of the symbols.
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distributions are considered to be in the same cumulus cloud.
Taking the l calculated using 50 m as a reference, the l
using 25 m and 75 m have relative differences of 3% to 6%
for different D. The second one is “30”, which is the mini-
mum number of cloud droplet size distributions required for
the cloud to be sufficiently large. Taking the l calculated
using 30 as a reference, the l using 15 and 45 have relative
differences of 4% to 8% for different D. The third one is
“0 m s�1”, which is the vertical velocity used to define
the cloud cores. Taking the l calculated using 0 m s�1 as a
reference, the l using 0.5 m s�1 has relative differences of
5% to 7% for different D.

4.2. PDF of l
[15] The standard deviation of l is equal to the product of

the standard error of the mean as shown in Figure 3a and
square root of the cumulus number, 186; thus the standard
deviation is expected to be large, suggesting that the mean
value alone is not enough to describe the variation of l and
calls for knowledge of the PDF of l. Romps and Kuang
[2010] found that assuming a random l in a stochastic par-
cel model, instead of a constant l, could reproduce the total
cloud-updraft mass flux and other related properties
obtained from large eddy simulations. Figure 4 shows the
PDFs of l in cumulus clouds for different D and the PDF of
l when the properties of dry air are taken from soundings.
All the PDFs can be well fitted by lognormal distributions,
with coefficients of determination (R2) ≥ 0.96.
[16] The penetration levels in different cumulus clouds

had different heights above cloud-base, so combining these
data enables an examination of the vertical profiles of
entrainment rate and their PDFs. Figure S1 in auxiliary
material Text S1 shows the vertical profiles of l for D =
10 m, 50 m and 500 m, whose profiles are representative of
the other values of D (See the auxiliary material for the
details); l decreases with the increasing height, as expected
from Equation (1), which is consistent with some previous
results [Neggers et al., 2003; Gerber et al., 2008; Dawe and
Austin, 2011b; Lu et al., 2012] but contrary to others
[Romps, 2010].1 The PDFs of l at different levels also fol-
low lognormal distributions with R2 ≥ 0.95 (See the
auxiliary material for the details). It is noteworthy that l
along the lower legs decrease more significantly with
increasing D than that along the higher legs (Figure S1 in
Text S1; see the auxiliary material for the details). The rea-
son is that, for the lower legs, h in Equation (1) is smaller
and 1/h is larger; thus, l is more sensitive to the variation of
–lnc caused by the increasing D. As a result, the l along the
lower legs have larger contributions to the distance depen-
dence of entrainment rate as shown in Figure 3a.

5. Important Implications for Convection
Parameterization

[17] The wide variability of l suggests that these clouds
were affected by entrainment-mixing processes to different
extents within the domain of aircraft observations, where the
lengths of the horizontal flight legs were �30 km. This is
supported by the positive correlation between l and the
spatial relative dispersion of LWC (i.e., the ratio of standard
deviation of LWC to mean LWC), as shown in the auxiliary

Figure 3. (a) Entrainment rate (l), (b) relative humidity
and (c) temperature as a function of D for eight cumulus
flights. The dry air is assumed to be from D to 2D away from
the edge of the cloud core (see Figure 1 and text for the
details). The bars represent standard error of the mean of
the ordinate property. The green dots and bars, respectively,
show the corresponding mean and standard error of the mean
when the dry air properties are obtained from aircraft vertical
soundings at the cloud penetration level, where the x-axis
values of the green dots are arbitrary.

1Auxiliary materials are available in the HTML. doi:10.1029/
2012GL053646.
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material. The typical grid size of current climate models is
�100 km; thus, it is expected that the unresolved cumulus
clouds across a GCM grid cell are affected by entrainment-
mixing processes to varying degrees. Taking these cumulus
clouds as parcels or plumes, multiple-parcel models [Neggers
et al., 2002] and multiple mass-flux parameterizations [Sušelj
et al., 2012] also emphasize the importance of representing
the variation of l.
[18] The dependence of l on D poses a question as to what

the appropriateD is for l (or PDF of l) that should be used in
numerical models. For the two-layer entraining plume para-
meterizations, where only cloud and cloud-free environ-
mental air are considered, Dawe and Austin [2011a] argue
that the entrainment rate from the tracer budget approach is
best; thus it is recommended to use the PDF of l for larger D
(e.g., 300 m or 500 m). In the three-layer model proposed by
Heus and Jonker [2008], the shell around cumulus clouds is
considered in addition to the cloud and environmental air. In
this case, the shell plays a critical role in the lateral mixing
between cloud and environment; thus, the entrainment rate at
smaller D (e.g., 10 m or 20 m) is recommended. The model
resolution is clearly also a factor of concern, where a smaller
D should be associated with a finer grid spacing.

6. Concluding Remarks

[19] Using a mixing fraction approach recently developed
by Lu et al. [2012], entrainment rates are estimated in cloud

cores for 186 non-drizzling, growing cumulus clouds
observed during RACORO, where we focus on dependence
of entrainment rate on the distance from the cloud core from
which the dry air is entrained and the resulting probability
distributions. The results show that, due to the presence of
humid shells around the cumulus clouds, the mean l
decreases with the increasing distance from the edge of the
cloud core, which is consistent with the conclusions by
Romps [2010] and Dawe and Austin [2011a] that are based
on numerical simulations. All of the PDFs of l can be well
fitted by lognormal distributions (all R2 ≥ 0.96), regardless
of the dry air source or the height above cloud-base.
[20] The reason for the wide spread l (and their resulting

PDFs) is that different clouds are affected by entrainment-
mixing processes to differing degrees. The PDF of l has a
potential application in improving convection parameteriza-
tions in large scale models. Due to the dependence of l on D,
the PDF of l for largerD is recommended for two-layer (cloud
and environment) entraining plume parameterizations, whereas
that for smaller D is recommended for three-layer (cloud,
environment and shell between them) parameterizations.
[21] To the authors’ knowledge, this work provides the

first observational studies of the distance dependence of l
and its PDFs for shallow cumulus clouds. Much remains to
be learned. First, this study focuses on continental cumuli
and studies are needed on maritime cumuli. Second, as dis-
cussed by Lu et al. [2012], aliasing problems in aircraft
observations may affect the result. It is well known that

Figure 4. Probability density functions (PDFs) of entrainment rate (l) for different dry air sources in eight cumulus flights.
(a–h) The dry air is assumed to be from D to 2D away from the edge of the cloud core (see Figure 1 and text for the details);
(i) the dry air properties are assumed from aircraft vertical sounding at the cloud penetration level. The l bin width for the
PDFs is 0.5 km�1. Each panel provides the coefficient of determination (R2), and the mean (m) and standard deviation (s) of
ln(l) and a plot of the lognormal fit.
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entrainment events are likely driven by turbulent eddies
ranging from the Kolmogorov microscopic scale to the
macroscopic cloud size [Gerber et al., 2008]; however, most
aircraft measurements cannot resolve the detailed effects of
eddies smaller than the sampling resolution (e.g., �5 m in
this study). Analysis of higher-resolution observations war-
rants further study. Numerical models with different reso-
lutions are also a good choice to explore scale effects [Guo
et al., 2008]. Another issue in aircraft observations can be
hysteresis effects in the measurements. The DLH used here
for measurements of the water vapor mixing ratio is based
on an optical measurement of the strength of a water vapor
line [Diskin et al., 2002], which does not have the hysteresis
effect [Glenn Diskin, Personal Communication]. Tempera-
ture measured by Rosemount might have this effect; how-
ever, as shown in Figure 3c, temperature is lower for smaller
D due to evaporative cooling in the shells around the cloud
cores, consistent with other studies [e.g., Heus and Jonker,
2008] and, thus, the temperature observations here seem to
be reasonable around cumulus clouds. Third, entrainment
rate and entrainment-mixing mechanisms [e.g., Lu et al.,
2011] are expected to be closely related with one another.
How to investigate the relationship between them warrants
further investigation.
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